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ABSTRACT

Some tags used in XML documents create arbitrary breaks
in the natural flow of the text. This may constitute an im-
pediment to the application of some methods of document
engineering. This article introduces the concept of “read-
ing contexts”, and gives clues to handle it theorically and in
practice. This work should notably allow to recognize em-
phasis tags in a text, to define a new concept of term prox-
imity in structured documents, to improve indexing tech-
niques, and also to open up the way to advanced linguistic
analyses of XML corpora.

1. INTRODUCTION

XML (eXtensible Markup Language [5]) is more and more
widely used to store and exchange information. Here we fo-
cus on a document-centric view on XML documents. In
this view, mark-up serves for giving information about logi-
cal structure and/or about form of a traditional document.
This is the case of all texts intended for human people, such
as manuals, books, articles or static web pages. This view
is opposed to data-centric view, used for more database-
oriented applications (flight schedules, catalogues, etc.).
XML content analysis is confronted with a particular prob-
lem: on the one hand, document structure is described by
human experts in a meaningful and flexible way. On the
other hand, for any XML processor, tags are all equally
and totally meaningless. This does not only raise “top-level”
problems (as semantic relations between tags or information
extraction), but also, as we will see, more “basic” issues such
as original text preserving or indexing.

This paper proposes to use a simple and intuitive division
between three classes of tags [2] and to introduce the con-
cept of “reading contexts” in order to solve this kind of is-
sues automatically, considering the tag usage (and not their
names). Some experimentations are described, and different
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uses that can be found and prospects opened by our work
are discussed.

2. THREE TYPES OF XML MARKUP

An Information Retrieval oriented division of tags has
been proposed by [2], in order to identify different categories
that it would be important to distinguish within the frame-
work of XML document retrieval. The original idea was to
allow different treatments while searching for a pattern (se-
quence of characters). We will see (section 4) that, in our
opinion, the advantages go far beyond this.

2.1 Hard, soft and jump tags

e “Hard” tags are the most frequent, they interrupt the
“linearity” of a text, they generally contribute to the
structuring of the document. Examples of this type are
titles, chapters, paragraphs. Tags ’news’ and ’item’
are both “hard” in the following example:

(1) <news>
<item>A new study about evolution of
tourism in the United States</item>
<item>Elections in Ukraine: the Central
Commission published the results</item>

< /news>

o “Soft” tags identify significant parts of a text, like quo-
tations, appearance effects, but become “transparent”
while reading the text. This is the case of tags bold’,
’italics?, ’underlined’ and ’sc’ (small capitals) in
examples 2.a; 2.b, and 2.c.

(2) a. <par>
<bold>United States elections</bold>
are administered at the state and local
levels.
< /par>
b. <title>
Noam Chomski’s comments about
<italics>United States</italics>
<underlined>elections< /underlined>.
< /title>
c. <title>
U<sc>nited</sc> S<sc>tates</sc>
E<sc>lections</sc>.
< /title>



o “Jump” tags are used to represent particular elements,
like margin notes, references to bibliography, or glosses.
They are detached from the surrounding text. Ele-
ments ’comment’ and >footnote’ in the following ex-
amples are “jump” elements.

(3) a. <oral transcription>
I heard the news today about United
States elec<comment>a door
snaps</comment>tions.
< /oral _transcription>
b. <paragraph>
The 2004 United States<footnote>See
an article about the United States of
America on page 142</footnote> elec-
tions caused less controversy than in 2000.
< /paragraph>
c. <abstract>
This document deals with 1995 and 2002
Jacques Chirac <footnote>J. Chirac, the
french president, is, by the way, not a re-
ally good friend of the president of the
United States</footnote> elections.
< /abstract>

2.2 Reading Context

We think that this classification introduces a notion that
we could call “reading context”.
A reading context is a small part of text, syntactically and
semantically self-sufficient, that a person can read in a go,
without any interruption. Reading contexts do not neces-
sarily respect the linearity of the textual document.
For example, a paragraph or a list item (hard elements)
change reading contexts. A footnote or a comment (jump
elements) are inserted into an existing reading context and
compose a new one. Finally, a bold or underlined text (soft
element) lies within the current reading context and does
not interrupt it.

3. DETERMINING TAG CATEGORY

We propose a method to determine the category of a tag
name automatically. This is done through a procedure based
on linguistic definitions of the classes.

3.1 Syntactic analysis

A syntactic linguistic analysis is performed in two steps.
First, a part-of-speech (POS) tagging: the recognition of the
grammatical category of each word, done with the free tool
TreeTagger [3]. Then, the application of grammatical rules.
The analysis is performed with a set of context-free rules
describing some grammatical constructions. As an example,
figure 1 shows a syntactic tree obtained after a POS tagging
and the application of syntactic rules.

3.2 Algorithms

Let tn be the tag name that we want to determine the
class of; e an element of name tn.

Soft tags. To recognize whether e is soft or not, we select
the text before, within and after it (mark-up only is re-
moved). We perform a syntactic analysis of this text.
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Figure 1: Example of syntactic tree.

If the text still “means” something, i.e. if a same syn-
tactic tree groups together the content of e and some
surrounding words together, then e is soft:

(4) <it>Duke Ellington</it> is a famous jazzman.
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Duke Ellington is a famous jazzman

Jump tags. To detect jump tags, we select the text before
and after the element e (the entire element is removed).
We perform a syntactic analysis of this text. If the text
still “means” something without e, i.e. if a same syn-
tactic tree groups together some words on both sides
of the location of e, then e is a jump element.

Hard tags. The safest and simplest definition of hard tags
is: a hard tag is neither a soft tag nor a jump tag.

Obviously we cannot consider separately each element of
the corpus. In particular, some elements have no text before
or after them; in this case we cannot conclude. Moreover au-
tomatic parsing of a text is far from being a solved problem
for common language. Erroneous analyses, careful though
the grammar was designed, stay very numerous. Further-
more, in scientific publications, many tags contain abbrevi-
ated expressions or mathematical notations that our system
fails to analyse. But we want a tag class to be attributed to
a tag name, and not to each occurrence of this tag. Hence,
we do not need a 100 % precision, but only statistically sig-
nificant results, i.e. allowing to associate a tag name with
its category with no doubt. Our set of grammatical rules
does only contain very simple rules. Then we can be pretty
sure that each syntactic tree is correct; on the other hand,
many structures can be missed. For all these reasons, we
consider that most of our results, higher than 40 or 50 % of
precision, are significant. Indeed they should be compared
to the rate of incorrect phrases that are likely to be analyzed
as correct by the system. This rate is expected to be very
low (< 5 %).

3.3 General Results

We performed our experimentations on the INEX [1] col-
lection, consisting of 12107 scientific articles from various



IEEE journals. The corpus structure depicts both logical
structuring, like sections, paragraphs, titles, and presenta-
tion tags. The DTD describes 192 different content models.
We call a successful analysis an analysis that meets the con-
ditions of our definitions for soft and jump tags: syntactic
connection between element content and surrounding text
(soft tags), or syntactic connection between words around
the element (jump tags). A percentage of successful anal-
yses is, for one tag name tn and one tag class, the rate of
occurrences of tn that lead to a successful analyses.

We chose a threshold of 20 %, which means that if more than
20 % of tn occurrences are successfully analysed, then tn is
considered to be a soft (resp. jump) tag name. This leads to
the following classification: All emphasis tags (fonts, bold,
etc.) have been recognized as soft tags, as well as links to
urls. Bibliographic citations are considered as jump tags. As
an “official” classification of these tags does not exist we can
hardly evaluate these results in terms of recall and precision.
However we consider that all soft tags have been correctly
found. Tags ’a’, url’ and ’ref’ can be discussed.

e Soft tags: ’tt’ (typewriter font), ’ss’ (sans serif);
’b’ (bold), ’ub’ (medium bold); ’it? (italics), ’rm’
(roman), *scp’ (small caps), >u’ (underlined), ’large’;
ariel’?, ’bi’, ’bu’, ’bui’ (emphasis); ’a’ and ’url’
(links to url)

e Jump tag: ’ref’ (hyperlink)
e Hard tags: all the others...

More technical details about analysis, threshold and mis-
classification, as well as a study of the importance of corpus
size, can be found in [4].

4. COMMENTS AND PERSPECTIVES

Soft/jump/hard classification of XML tag names, either
automatically obtained or not, opens up the way to many
uses; The following are some trails that we intend to follow
in our further works. Aside from the first one, they are all
based on our new concept of “reading context”:

e In almost all cases, soft tags are emphasis tags (bold,
italics, underlined). These tags generally express the
importance of some words in the text. This informa-
tion is quite important, in Information Retrieval espe-
cially, where many systems use emphasis tags to give
more weight to the terms that they contain.

e An indexing issue can be solved. In the following ex-
ample 5.a, indexed words should be "Tom’ and ’Sawyer’
in spite of ’sc’ tags (small capitals) cutting them. In
this case tags are transparent. But if we apply the
same method to examples 5.b and 5.c, then ’MarkT-
wain’ and ’1876The’ are recognized as unique terms.
Here ’fn’ and ’1n’ tags must be replaced by blank
characters. Finally ’Clemens’ is a single term in 5.d.

(5) a. <title>
T<sc>om</sc> S<sc>awyer</sc>
< /title>
b. <author>

<fn>Mark</fn><In>Twain</In>

</author>
c. Book written in 1876 <note>The author was
born in 1835.</note>.
d. <transcription>
His real name was Samuel Langhorne
Clem<correction>the first transcriptor
wrote a double ’m’ here< /correction>ens.
< /transcription>

e This categorization allows to distinguish physical proz-
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imity, in the XML file, from what we could call logical
proximity. Logical proximity depends on the arrange-
ment of the terms in the structure. it is closely related
to the concept of “reading context”. Two words sep-
arated by a start/end soft tag are logically adjacent
because they are consecutive in the same reading con-
text. It is not the case when mark-up represents jump
or hard tags, because the words can belong to different
reading contexts.

This is particularly interesting in Information Retrieval.
Suppose that one wants some information about U.S.
elections. The set of examples proposed in section 2
proves that the physical proximity of terms “United
States” and “Elections” is not a guarantee of relevance.
Relevance should rather be related to logical proxim-
ity. Thus examples 2.a, 2.b, 3.a and 3.b are relevant,
while 1 and 3.c are not.

Document-centric semi-structured documents are, as
well as flat (non structured) documents, a good playing
field for natural language processing researchers. But
in the case of XML, an additional issue is the necessity
and the difficulty to preserve reading contexts (what
a human actually read). Yet this is the condition for
performing a correct part-of-speech tagging, which is
often the first step of a NLP work, but also for any kind
of advanced syntactic/semantic linguistic analyses.
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