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Thematic lexicons

Domain-specific lists of terms (e.g. Astronomy)

• Building a domain-specific, thematic 
lexicon is long and expensive

• Semi-automatic processes exists
(Baroni and Bernardini, 2004; Kilgarriff and 
Grefenstette, 2003; Wang and Cohen, 2007)

• However, a manual validation step is 
still required when high quality 
resources are needed
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Objectives

Input: a thematic lexicon Output: term weights

LT=(t1, t 2, ... , t N ) w LT
=(w1, w2, ... , w N )
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Objectives

• Noisy and ambiguous terms are relegated 
to the bottom of the list (low weights)

• Drastically reduces manual validation 
process

• Reduces topic drift through iteration in 
bootstapping applications

• Give better hints to translators

• ...
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Objectives

- Bootstrapping procedures
- Focused crawling
- Assisted translation
- Query performance prediction
- Thematic categorization
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Thematic Cohesion Value
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Collecting Data

Term
Standard (general) 
web search engine

(            )t i

M top results

Corpus C i

either the entire web pages 
or the search engine 

snippets

afterglow
dwarf stars
x rays
red dwarf stars
accretion disks
celestial 
coordinates
bow shocks
films
auroral jets
solar atmosphere
asteroids
quasars
Einstein shift
space plasmas
Hubble telescope
…
...

... t 1 ... t 4

...... t5 ...
.. t i .... t i

...... t8 .....



14

Graph Representation

... t1 ... t 4 ...

...... t5 .......
.. t i ....... t i

...... t 8 ........

.... t1 ... t5 ...

Corpus C i

t i
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t 4

t8

2

2

1
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Cooccurrence Graph
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Graph Representation

Corpora C1..n

t i

2

2

1

1

... t1 ... t 4 ...

...... t5 .......
.. t i ....... t i

...... t 8 ........

.... t1 ... t5 ...

t1

t5

t 4

t8

Cooccurrence Graph
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Thematic Cohesion Value

• Thematic Cohesion Value of a word = 
How central this word is in the lexicon cooccurrence graph

• Definition #1: In-degree

w i=∑
t j

nt j ,C i

Score of term t i=Number of occurrences of lexicon terms in C i

t i

t1

t5

t 4

t8

2 1

2 1
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Thematic Cohesion Value

• Thematic Cohesion Value of a word = 
How central this word is in the lexicon cooccurrence graph

• Definition #2: Normalized in-degree (score in [0,1])

w i=

∑
t j

nt j ,C i

∑
k∈1..n

∑
t j

nt j , C k
t i

t1

t5

t 4

t8

2 1

2 1
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Thematic Cohesion Value

• Thematic Cohesion Value of a word = 
How central this word is in the lexicon cooccurrence graph

• Definition #3: Consider other terms weights (random walk) 

w i=∑
t j

nt j ,C i
×w j

∑
k∈1..n

nt j
,C k

t i

t1

t5

t 4

t8

2 1

2 1
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Thematic Cohesion Value

• Thematic Cohesion Value of a word = 
How central this word is in the lexicon cooccurrence graph

• Final Definition: Convergence condition → add teleportation vector 
(PageRank) 

w i=
(1−α)

N
+α .∑

t j

nt j ,C i
×w j

∑
k∈1..n

nt j ,C k

t i

t1

t5

t 4

t8

2 1

2 1
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Thematic Cohesion Value
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Evaluation



22

Evaluation

• Evaluation of:
– Behavior

● Influence of the number of documents M
● Web pages vs. snippets
● Influence of the initial lexicon size N

– Relevance
● Best terms should lead to more precise documents for the topic
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Evaluation : Measure Behavior

Reference lexicons:

– Astronomy (2940 terms, the Astronomy Thesaurus)

– Statistics (2752 terms, the ISI Glossary)

– Medical-1 (2000 terms, MeSH)

– Medical-2 (2000 terms, MeSH)
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Evaluation : Measure Behavior

• What is the lowest sufficient number of documents     
              (to obtain stable results) ?

• Study when results stop changing by adding documents 
– Different values of M = number of documents

– max(M) = 100 web pages or 500 snippets

– KL-Divergence between lists obtained with M and max(M)
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Evaluation : Measure Behavior

Web Pages 
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Evaluation : Measure Behavior

Snippets 
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Evaluation : Measure Behavior

• What is the lowest sufficient number of terms in the lexicon 
(to obtain stable results) ?

• Study when ranking stops being messed up by adding new terms 
to the lexicon

– Different values of N = number of terms (between 20 and 1000)

– Spearman distance of the ranked lists with N and N+50 terms.
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Evaluation : Measure Behavior

Terms 

S
p

ea
rm

an
 d

is
ta

n
ce

 b
et

w
ee

n 
N

 a
nd

 N
-5

0

Term number N



29

Evaluation : Relevance

• OpenDirectory 
(DMOZ)

Categories
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Evaluation : Relevance

• OpenDirectory 
(DMOZ)

Site description
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Evaluation : Relevance

• Resources:
– Index sites from 340 categories of DMOZ (second-level)

– For each category, build a lexicon with 200 best tf.idf terms from all site 
descriptions

• Methodology:

– Compute Thematic Cohesion Values for each lexicon 

– Issue each term as a query to our OpenDirectory search engine

– Idea: the more a term is relevant to a topic, the better the precision of 
retrieved documents

→ Compute the average precision of the set of retrieved documents. 

→ Compare average precision and thematic cohesion scores 
(Spearman coefficient)
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Evaluation : Relevance

Measure Spearman ρ Significance 
(% of categories where 

p-value < 0.05)

tf.idf 0.200 32%

Thematic cohesion 0.434 74%
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Conclusion
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Conclusion

• A novel Thematic Cohesion Measure
• Weights thematic lexicon terms according to their discriminatory 

power toward the theme

• Use of a general search engine
• Snippets are more robust and as relevant as web pages

• Useful for corpora bootstrapping, assisted translation, 
query performance prediction, etc.


